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Background:
The Isambards



Overview

• There are two separate supercomputers:

Isambard 3

Isambard-AI
• Hosted in Northeast Bristol and run by the Bristol Centre for 

Supercomputing (BriCS), part of the University of Bristol.

• They are all physically hosted in Modular Data Centres

• They have different hardware, purposes and allocation models.









Isambard-AI

• Intended for AI/ML workloads

• 5,280 Grace Hopper superchips

• 25 PiByte all-flash storage

• ~5 MW

• Split into two parts: phase 1 and phase 2
• Phase 1 is running for the last 10 months

• Phase 2 is significantly larger and is coming online imminently







Isambard 3

• A more traditional HPC system

• 55,000 NVIDIA Grace-Grace ARM cores

• Slingshot 11

• 2 PiB storage

• 300 kW 

• Funded by UKRI through GW4



Cloud-like services



CSM – Cloud Native Supercomputing

Kubernetes Shell access (SSH)

VSCodeContainer 
RuntimesBatch JobsJupyterHub

Multi-tenant Partitions

Kubeflow Custom 
Platforms

NVIDIA Containers
Standard conda / pip environments
Custom conda / pip environments

Install / compile your own software

Infrastructure

Tenancy

Platform

Notebooks and Dashboards Job Scripts and Graphical Interfaces

AI and ML Applications and Frameworks 

Interface

Environment

Application









Cloud-like services

• Many users of our systems are coming from cloud environments

• Some are used to marketplace systems with managed applications

• Many use base VMs they manage themselves

• We will provide platforms and services where deep integration is 
needed
oSelf-service model elsewhere

• We are container-first and moving towards Kubernetes



Cloud for infrastructure 





Isambard-AI phase 1
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Cloud for infrastructure

• Using the cloud as a security boundary

• User authentication is done entirely off-site
oAuthorisation is done locally

• Management of cloud resources is siloed from on-site

• Considering management failure modes from internet traffic

• Performance/latency of cloud-based management means we run 
things on-site
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